Local Crystallography for Quantitative Analysis of Atomically Resolved Images
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High-resolution imaging in scanning transmission electron microscopics and its probe-based brethren, allows 10 pm or better precision measurements of atomic positions. This level of fidelity is sufficient to correlate the length and energy of a chemical bond to a functional material property. By finding all the atoms in an image and analyzing their local atomic neighborhoods we can quantify and identify phases, structural defects and other properties of multiphase samples.[1] This automatic analysis lays the groundwork for processing dynamic data and amassing structure-property libraries based on the analysis of local atomic behavior.

We have utilized multivariate and clustering algorithms on multi-phase regions of various materials to identify small structural distortions, and link them to physical functionality. As a model system, we have chosen mixed oxide Mo-V-M-O (M = Nb, Ta, Te and/or Sb), which is currently the most promising catalyst for many industrially important reactions, such as propane (amm)oxidation.[2] We have also processed atomically resolved data on steel alloys and a broad range of 2D materials. Specifically, our approach returns positions of each atom in an image, in addition to local descriptors that describe the image quality in a given region. A multipronged approach to atom finding, based on a target search, sparse representation of image data, and various image transforms; is a serious improvement over the traditional peak fitting methods. [3, 4] We also explore atom tilts and image correction based on the extracted peak fitting methods. [5]

Our analysis effortlessly distinguishes different areas of the image based on the similarity of chemical neighborhoods and is capable of executing this function in parallel for imaging a dynamic process. Figure 1(a) is a single M2 phase Mo-V-M-O (M = Nb, Ta, Te and/or Sb) STEM image that looks pristine. Figure 1(b, c) is the image in (a) after k-means clustering analysis for 6 neighbors, sorted by distance, and angle metrics respectively. Data from this and other material systems have been investigated, and will be presented. We believe this approach paves the way for full information recovery in high resolution imaging as well as allows classification for automatic identification of materials.[6]
Figure 1. Single M2 phase Mo-V-M-O (M = Nb, Ta, Te and/or Sb). (a) M2 phase STEM image. (b) k-means clustering results for 6 neighbors, sorted by distance metric. (c) k-means clustering results for 6 neighbors, sorted by angle metric.
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